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Abstract: Histidine is unique among amino acids because of its rich tautomeric properties.
It participates in essential enzymatic centers, such as catalytic triads. The main aim of the study
is the modeling of the change of molecular properties between the gas phase and solution using
microsolvation models. We investigate histidine in its three protonation states, microsolvated with
1:6 water molecules. These clusters are studied computationally, in the gas phase and with water
as a solvent (Polarizable Continuum Model, PCM) within the Density Functional Theory (DFT)
framework. The structural analysis reveals the presence of intra- and intermolecular hydrogen
bonds. The Atoms-in-Molecules (AIM) theory is employed to determine the impact of solvation on
the charge flow within the histidine, with emphasis on the similarity of the two imidazole nitrogen
atoms—topologically not equivalent, they are revealed as electronically similar due to the heterocyclic
ring aromaticity. Finally, the Symmetry-Adapted Perturbation Theory (SAPT) is used to examine
the stability of the microsolvation clusters. While electrostatic and exchange terms dominate in
magnitude over polarization and dispersion, the sum of electrostatic and exchange term is close to zero.
This makes polarization the factor governing the actual interaction energy. The most important
finding of this study is that even with microsolvation, the polarization induced by the presence of
implicit solvent is still significant. Therefore, we recommend combined approaches, mixing explicit
water molecules with implicit models.
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1. Introduction

Intermolecular interactions play an important role in many processes at the molecular level,
being involved in, for example, the formation of organometallic structures and supramolecular
complexes [1,2]. Other important issues are the protein-ligand interactions, where weak but numerous
non-covalent interactions stabilize the conformation, the tautomeric equilibria, and the distribution
of atomic charges [3]. Another aspect that should be discussed is the solute-solvent mutual relation,
which can be decisive in many processes in nature [4,5]. In general, the intermolecular forces are
divided into several classes, depending on the strength of the interaction: ion—ion (electrostatic),
hydrogen bonding, dipole-dipole (dipole-induced dipole), van der Waals and dispersion forces [6].
The theoretical description of such interactions has been developed, but there are still open questions
and problems, which should be studied [7,8]. Moreover, new intermolecular interactions have been
discovered and introduced, e.g., halogen bonds [9,10] and charge inverted hydrogen bonds [11,12].
Here, we discuss the intermolecular forces within the solute-solvent interplay.

The theoretical solvation models are divided into two groups: implicit and explicit [13]. The implicit
models are usually used to analyze the structural changes and estimate the free energy profiles of
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solute—solvent interactions in chemical processes. Among the most popular continuum solvation
models, one can find the Polarizable Continuum Model (PCM) [14] and the Conductor-like Screening
Model (COSMO) [15]. The advantage of the application of such models in ab initio simulations is
the feasibility of simulations, taking into account the CPU time and difficulties related to the model
construction. The explicit solvation models are more demanding computationally, and their complexity
increases when the number of solvent molecules grows. Many explicit solvation models have been
developed describing the specific chemical nature of the molecules. In general, they consider the number
of interactions, the flexibility or rigidity of the model, and the inclusion of the polarity, as the main
components [16]. Besides the solvation models, one can find gas phase studies, wherein the solvent
(water) molecules are added to monitor the geometric and electronic structural changes in molecules
(microsolvation models) [17]. Another solution involves the combination of microsolvation with
the Polarizable Continuum Model [18]. In the current study, the histidine molecule is discussed in
the view of solute-solvent interactions, using quantum-mechanical methods.

Amino acids are the basic building blocks of proteins. They share a common core structure,
but differ in their properties due to the diversity of their side chains. Among the amino acids, histidine
is unique due to its rich tautomeric equilibria. The two nitrogen atoms of the histidine imidazole
ring, N6 and Ng, can be independently protonated, which, together with the acid-base equilibrium
of the backbone groups, gives rise to the many tautomers found in molecular histidine [19] and
especially in proteins, where different tautomers are often found in differing positions of a single
protein chain [20-22]. The pK, for the imidazole nitrogen sites is ca. 6, and this is close enough
to the physiological or neutral pH such that the tautomeric forms can coexist. These facts make
the histidine suitable for participating in essential enzymatic centers, such as catalytic triads of subtilisin
and trypsin families [23]. On the other hand, the imidazole nitrogen atoms readily coordinate metal ions,
which introduces diverse biochemical effects, e.g., the mercury poisoning of serine protease [24,25],
the modulation of the apoptotic activity of alloferone peptides by copper (II) [26], or the best-known
example—the formation of the Fe-N(His) coordination bond and its participation in the hydrogen
bonding network in many heme-containing proteins [27]. The N§-H tautomer is not as common in
proteins as the Ne-H tautomer, but the relative ease of the histidine adopting one of the two neutral
tautomeric forms, together with the large variation of the tautomers’ preferences [28,29], suggests that
the two imidazole nitrogen atoms (topologically not equivalent) are however electronically similar to a
large extent. It is expected that this effect is due to the imidazole heterocyclic ring’s aromaticity [30].
One of the aims of our study is an estimation of the degree of this apparent similarity of the electronic
properties within the imidazole ring. For this purpose, we also consider the effect of water as a
solvent, and the resulting charge flow within the histidine residue. The transition from the gas to
the solution phase can be modeled by the explicit microsolvation, and in this study we investigate
the histidine in its three protonation states, microsolvated with 1:6 water molecules. These clusters are
studied computationally in the gas phase, and are based on implicit solvent (water, using the Integral
Equation Formalism variant of the Polarizable Continuum Model, IEF-PCM) [14] within the density
functional theory (DFT) framework [31,32]. The points of our interest include the following: structural
analysis with emphasis on the presence of intra- and intermolecular hydrogen bonds and short contacts;
the analysis of the electron density within the Atoms-in-Molecules (AIM) theory [33]; and, finally,
the Symmetry-Adapted Perturbation Theory (SAPT) interaction energy [34] analysis, which is used
to determine and explain the stability of the clusters containing microsolvated histidine. We have
recently used the SAPT methodology to investigate the microsolvation of biotin [35], and the current
study continues this type of analysis.

The microsolvation of histidine was the subject of two recent studies [36,37]. One of them [36]
is concerned with a thorough exploration of the microsolvation patterns, but the overwhelming
number of possible orientational isomeric forms led the authors to consider only one or two water
molecules as the microsolvation shell. On the other hand, the more recent study [37] explores
the neutral and zwitterionic forms of histidine surrounded by up to six water molecules. Both these



Symmetry 2020, 12, 1153 30f 19

studies are concerned mostly with structures, tautomeric transitions, vibrational signatures and—to
some extent—the AIM analysis (in [36]). Our intent is different: taking a small subset of the rich
conformational space of microsolvated clusters, we would like to observe the effect and nature of
the changes induced in the electronic structure of histidine by the presence of a water micro-environment.

2. Materials and Methods

The model of hisitidine HIP, HIE and HID forms (protonated respectively at both imidazole sites
for HIP, at N for HID, at Ne for HIE, see Figure 1) was constructed on the basis of its derivative
deposited in the Cambridge Crystallographic Data Centre (CCDC) [38], denoted as ACHIST21 [39]
with the deposition number 1840707. Next, the Density Functional Theory (DFT) [31,32] was applied
for the quantum-mechanical simulations. The energy minimizations were performed, on the basis of
the DFT functional wB97XD [40] with the triple-zeta split valence basis set 6-311+G(d,p), by Pople [41].
The energy minimizations were performed in the gas phase and with the solvent reaction field for
the neutral (protonated at either N& or Ne¢) and protonated (cationic) forms of histidine. The standard
structural convergence criteria (maximum force component less than 0.00045 a.u., root-mean-square
force less than 0.0003 a.u., maximum step component less than 0.0018 a.u., and root-mean-square step
less than 0.0012 a.u.) were employed. In order to reproduce the solvent’s influence on the molecular
structure of histidine, the Polarizable Continuum Model (PCM) [14], in its IEF-PCM formulation,
and water as a solvent were used. Beside the geometry optimization, the harmonic frequencies were
calculated for both phases to confirm that the obtained structures correspond to the minimum on
the Potential Energy Surface (PES).

(a) (b)

Figure 1. Structures of the studied forms of histidine: (a) N3-H and Ne-H protonation, HIP; (b) Ne-H
protonation, HIE; (c) N&-H protonation, HID. Color coding: carbon, cyan; nitrogen, dark blue; oxygen,
red; hydrogen, white.

The second part of the study is devoted to the investigation of the intermolecular interactions.
The three series of histidine-water (one to six water molecules) complexes were constructed for
this purpose, assuming the cationic (protonated) form of histidine or two neutral forms of histidine
protonated at either N6 or Ne. The models were prepared with the Molden program’s assistance [42] by
addition of water molecules to the histidine in the places indicated by the presence of hydrogen bond
donors/acceptors, in a manner similar to the procedure described in [36]. The energy minimizations of
the obtained models were performed according to the procedure described above. The simulations
were carried out in two phases as well. The Atoms-in-Molecules (AIM) theory [33] was applied to study
the topology of the complexes, as well as to confirm the presence of the intra- and intermolecular short
contacts and hydrogen bonds. The wavefunctions for the Atoms-in-Molecules (AIM) investigations
were computed using wB97XD [40] functional and 6-311+G(d,p) basis set [41].

The Supplementary Material contains also the validation of the computational model; the results
of optimizations with the 6-311+G(d,p) basis set and a rich set of DFT functionals; the B3LYP [43,44]
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and PBE [45] for the gas phase, followed by PCM studies with dispersion-corrected B3LYP-D3 [46]
and the Minnesota M06-2X functional [47]. These data serve only as a test proving that the choice of
the DFT functional induces quantitative, not qualitative, changes in the solvation shell.

The interaction energy decomposition in the investigated complexes was performed using
the Symmetry-Adapted Perturbation Theory (SAPT) [34] at the SAPT2 level [48]. The interaction
energy at the SAPT?2 level is defined in the following manner—see also Equations (1) to (8) in [48]:

Eintsapra = E0 +E10 420 L F0 L SEHF L2 L p2  E2 L El L E12 L ER R (])

elst exch ind,r ex—ind,r disp ex—disp elst,r exch exch ind

12
elst,r
arising from the first-order intermolecular and second-order intramolecular perturbations. The types

of terms are electrostatics, exchange (Pauli repulsion), induction (polarization) and dispersion, denoted
in the subscripts as elst, exch (ex), ind and disp respectively. The SEFF term contains mostly higher-order
corrections (especially for the interactions of induced multipoles), and together with the preceding four
contributions, yields the Hartree-Fock interaction energy. The subscript r indicates that this particular
term is calculated taking into account orbital relaxation (response) effects—see Equation (118) in [34].

where perturbational notation is used in the superscript, e.g., the E~, term is an electrostatic term

The SAPT?2 calculations were preceded by reoptimizations of the histidine-water complexes
at the MP2/aug-cc-pVTZ level [49,50], using the density fitting acceleration of the MP2 scheme
(DF-MP2) [51]. The optimizations were concluded with the interaction energy estimation at
the DF-MP2/aug-cc-pVTZ level using the supermolecular approach, and the Boys—Bernardi
counterpoise correction [52] for the basis set superposition error, taking the histidine as one “monomer”
and a set of water molecules as the second “monomer” of the “dimer”. Unfortunately, the computational
demands of the SAPT2 scheme did not allow us to compute the interaction energies for the complexes
with 5 or 6 water molecules. The structures optimized at the DF-MP2/aug-cc-pVTZ level served then to
calculate supermolecular DF-MP2 and SAPT2 interaction energies, using a smaller aug-cc-pVDZ basis
set. The calculations with the smaller basis set were performed for all complexes, so that we could
estimate the basis set effect on the SAPT2 results.

The quantum-mechanical simulations were performed using the Gaussian 16 (G16) suite of
programs [53], while the AIM calculations were done on the basis of AimAll [54] program. The Psi4.
1.2.1 [55] program was applied to carry out the SAPT calculations and preceding DF-MP2 optimizations.
The visualizations of the structures of histidine and its complexes were prepared using the VMD 1.9.3. [56]
and Gimp [57] programs. Remark: the N6 and Ne imidazole nitrogen atoms of histidine are further
denoted as ND and NE for simplicity, in a manner similar to the standard PDB atom naming scheme.
The hydrogen atoms connected to them are denoted as HD and HE in the Figures 1 and 2 presented
in the study. Only atoms of interest are indicated in the Figures 1 and 2, and their numbering scheme
was prepared only for the study. Depending on the protonation and tautomeric state, the histidine
moiety is labeled as HIP (cationic protonated state), HID (N&-H protonation) and HIE (Ne-H protonation),
using the convention of the Amber force fields.
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(a) (b) (c)

Figure 2. Schematic presentation of microsolvation models for histidine HIP form. For clarity, only
the models with (a) 1, (b) 2, and (c) 3 water molecules are shown. The dotted lines indicate the presence
of selected intra- and intermolecular short contacts. Color coding: carbon, cyan; nitrogen, dark blue;
oxygen, red; hydrogen, white.

3. Results and Discussion

3.1. Metric Parameters Analysis

The structures of the investigated histidine forms (HIP, HIE and HID) are presented in Figure 1.
The DFT simulations for a single molecule of the analyzed three forms were performed in the gas phase,
and using the PCM solvation model. The wB97XD/6-311+G(d,p) level of theory used in this study is
very similar to the level used by Lee et al. [37], who chose the 6-311++G(d,p) basis set. The triple-zeta
valence basis set, with diffuse and polarization functions, is, on the one hand, already sufficient for
the DFT (a more flexible basis set would be chosen for post-Hartree-Fock approaches), and on the other
hand, small enough to allow massive calculations in the future studies, for example when analyzing
hundreds of snapshots from molecular dynamics trajectories. Further, the wB97XD functional was
chosen due to its performance in the description of non-covalent interactions, especially in the field of
the microsolvation of amino acids [37].

The summary of the short contacts found between the imidazole ring and the backbone nitrogen
(N1) atom forming a quasi-ring is presented in Table 1, while Table S1I presents an additional dataset
obtained with diverse DFT functionals.

In the case of histidine HIP and HID forms, an intramolecular hydrogen bond is present (which was
also confirmed by the AIM theory; see text below for more details). However, because of the steric
effects, the hydrogen bond is not a linear one. The HIE form does not contain an intramolecular
hydrogen bond due to a lack of the corresponding hydrogen atom (HD atom) in the imidazole ring.
There is a possible interaction between the nitrogen (ND) atom from the imidazole ring with the NH;
group. The ND ... N1 interatomic distance is elongated upon the presence of the polar environment in
the case of the histidine HIP form, while for the neutral HID and HIE tautomers, it is shortened upon
the transition from the gas phase to PCM. There is no doubt that the presence of the intramolecular
short contacts stabilizes the conformation of the histidine residue.

The second part of the analysis is devoted to the histidine (HIP, HIE and HID forms) surrounded by
water molecules. The graphical representation of the microsolvation models is presented in the following
figures: Figure 2 of the text body, and Figures S2I-S5I of the Supplementary Material. The metric
parameters of histidine interacting with water molecules are listed in Table 2 and Tables S2I-54I.
The interactions between water molecules were not taken into account in these tables.
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Table 1. Metric parameters (interatomic distances are given in [A]) of intramolecular short contacts
obtained as a result of DFT gas phase and with solvent reaction field (PCM with water as a solvent)
simulations with wB97XD functional and 6-311+G(d,p) basis set. For geometric details see Figure 1.

Metric Parameters Gas Phase PCM
HIP
ND... N1 2.713 2.769
ND-HD 1.036 1.026
HD... N1 1917 2.030
/NHN [°] 131.2 126.9
HIE
ND... N1 3.219 3.160
N1-H 1.012 1.017
H... ND 2.816 2411
/NHN [°] 104.2 129.8
HID
ND... N1 2.905 2.872
ND-HD 1.011 1.014
HD... N1 2.247 2.197
/(NHN [°] 121.4 122.5

Table 2. The metric parameters values obtained for the microsolvation models. The simulations were
performed in the gas phase with 1-6 water molecules and with the continuum PCM model (water as a
solvent) at the wB97XD/6-311+G(d,p) DFT level of theory. Only selected interactions with histidine
HIP form are presented. Interatomic distances are given in [A], angles in degrees.

Histidine HIP Form

Metric Parameters HIP with 1-6 Water Molecules = HIP with 1-6 Water Molecules and with PCM

One water molecule (HIP-1)

Intramolecular HB

ND...N1 2.706 2.763
ND-HD 1.038 1.027
HD...N1 1.901 2.015
/NHN [°] 131.9 127.5
Intermolecular HB

01..0 2.644 2.671
O1-H1 0.992 0.992
H1..0 1.671 1.679
(O1H10 [°] 165.7 178.0

Two water molecules (HIP-2)

Intramolecular HB

ND...N1 [A] 2.668 2.737
ND-HD 1.048 1.030
HD..N1 1.824 1.966

/NHN [°] 134.7 129.3

Intermolecular HB

01..0 2.651 2.676
O1-H1 0.991 0.991
H1..0 1.685 1.686
/O1H10 [°] 163.6 178.1
N1...0 2.996 3.005
N1-H3 1.018 1.018
H3..0 2.067 2.052

/N1H30 [°] 150.5 154.9
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Table 2. Cont.

Metric Parameters

HIP with 1-6 Water Molecules

Histidine HIP Form
HIP with 1-6 Water Molecules and with PCM

Three water molecules (HIP-3)

Intramolecular HB

ND...N1 2.644 2.739
ND-HD 1.055 1.030
HD...N1 1.780 1.968
/NDHDN [°] 136.2 129.3

Intermolecular HB
01..0 2.661 2.677
O1-H1 0.989 0.991
H1..0 1.703 1.686
£O1H10 [°] 161.7 178.2
N1..0 3.225 3.081
N1-H3 1.017 1.018
H3..0 2.300 2.091
/N1H30 [°] 150.6 163.6

Four water molecules (HIP-4)

Intramolecular HB
ND...N1 [A] 2.699 2.750
ND-HD 1.039 1.028
HD...N1 1.881 1.990
/NDHDNI1 [°] 133.0 128.5

Intermolecular HB
01..0 2.664 2.676
O1-H1 0.989 0.991
H1..0 1.707 1.686
£O1H10 [°] 161.6 177.3
N1...0 3.281 3.092
N1-H3 1.016 1.018
H3..0 2.291 2.074
/N1H30 [°] 164.6 180.0
NE...O 2.781 2.773
NE-HE 1.029 1.033
HE...O 1.753 1.741
/NEHEO [°] 178.2 177.8

Five water molecules (HIP-5)
No intramolecular HB

Intermolecular HB
01..0 2.664 2.655
O1-H1 0.990 0.995
H1..0 1.687 1.661
LO1H10 [°] 168.1 177.7
N1...0 2.751 2.764
O-H 0.988 0.991
H..N1 1.789 1.785
/N1HO [°] 163.5 169.0
NE...O 2.785 2.769
NE-HE 1.029 1.033
HE...O 1.756 1.736
/NEHEO [°] 178.1 178.1
ND...O 2.676 2.742
ND-HD 1.051 1.039
HD..O 1.640 1.721
/NDHDO [°] 167.6 166.7
0..02 2.869 2.816
O-H 0.970 0.971
H..O2 1.910 1.851
(OHO2 [°] 169.5 171.7

7 of 19
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Table 2. Cont.

Histidine HIP Form

Metric Parameters HIP with 1-6 Water Molecules = HIP with 1-6 Water Molecules and with PCM

Six water molecules (HIP-6)

No intramolecular HB
Intermolecular HB

01..0 2.696 2.643
O1-H1 0.986 0.998
HI..O 1.741 1.659
(O1H10 [°] 161.7 168.1
N1..O 2.754 2.780
O-H 0.990 0.990
H..N1 1.789 1.801
/N1HO [°] 163.8 169.3
NE...O 2.811 2.773
NE-HE 1.023 1.022
HE..O 1.884 1.910
/NEHEO [°] 1492 140.1
ND..O 2.673 2.743
ND-HD 1.050 1.037
HD..O 1.652 1.746
/NDHDO [°] 162.6 160.0
0..02 2.837 2.819
O-H 0.971 0.971
H..O2 1.880 1.855
/OHO2 [°] 168.0 171.7

Let us start the discussion of the microsolvation from the histidine HIP form. The selected metric
parameters obtained as a result of the DFT simulations are presented in Table 2 and Table S2I. As is
visible, the number of water molecules, and the inclusion of the polar environment due to the application
of the continuum solvation model, influences the values of the metric parameters. The intramolecular
hydrogen bond is not present when we introduced five and six water molecules into the vicinity of
the ND-HD bond and NHj, group. This critical number of water molecules corresponds well with
the observation in [37] that six water molecules are necessary to stabilize the zwitterionic form. The study
of Rai et al. [36] only includes up to two water molecules, but already significant polarization effects are
visible in the histidine residue. The introduction of water molecules to the gas phase models shortened
the ND ... NI interatomic distance. The intramolecular HD ... N1 hydrogen bond was shortened when
the number of water molecules was added to the model (one to four water molecules). Concerning
the results of the simulations with the application of the PCM model, the intramolecular ND-HD ... N1
interaction was not observed with five or six water molecules in the models. The ND ... N1 interatomic
distance and the HD ... N1 hydrogen bond were both elongated.

The data in Table 2 reveal also some peculiarities in the network of hydrogen bonds connecting
the protonated HIP residue with water molecules. A monovalent ion dissolved in water acts as a
factor governing the orientation and location of the surrounding water shell. For cations, we expect
that the water oxygen atoms are directed towards the cation, while the hydrogen atoms should face
the dissolved anionic moiety. A simple (spherical) cation, such as Na*, would form contacts of similar
lengths with diverse water molecules. The irregularly-shaped imidazole ring does not have to follow
this line of reasoning, and indeed, the ND ... O and NE ... O distances differ quite significantly in
the gas phase HIP-5 and HIP-6 complexes. This behavior changes sharply when the PCM model
is used in addition to microsolvation—the two above-mentioned distances become quite similar.
This symmetrization of the microsolvation shell is connected with the symmetrization of the imidazole
ring’s electronic properties, but it also signifies that even six water molecules is not enough to saturate
the polarization of the HIP residue.

Table S3I summarizes selected metric parameters of the histidine HIE tautomer. Aswe could expect,
there is a difference in the interatomic distances and angle values of the atoms involved in
the intermolecular hydrogen bonds’” formation. The PCM’s implicit solvation influence is noticeable
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when comparing the gas phase and solvent reaction field simulations. For example, as is shown in
the Table S3I, the O-H ... O2 intermolecular hydrogen bond was noted in the gas phase simulations,
but it was not present for the optimized model with the assistance of the PCM. A similar conclusion
could be drawn for the histidine HID tautomer (Table S4I). Comparing the values of the metric
parameters obtained after two-phase simulations with various numbers of water molecules, one can
observe changes in the interatomic distances and the valence angle value. Moreover, as is shown
in Tables S2I-541, some interactions (intermolecular hydrogen bonds) are present in the gas phase
models, but they were not recognized after the geometry optimization with the PCM solvation model.
This signifies that even six water molecules do not saturate the polarization of the histidine residue,
and either more explicit water molecules or some form of implicit model (e.g., PCM) is required. Thus,
our computational results and metric parameters analysis provided a deeper insight into the histidine
residue-water molecules interactions.

3.2. Atoms-In-Molecules (AIM) Analysis

The analysis of the electron density via the framework of the AIM theory was performed in this
study for several reasons. First, the topology of the electron density field reveals the presence of intra-
and intermolecular interactions, especially hydrogen bonds. Second, the electron density flow can
be evaluated by comparing the AIM net atomic charges in the gas phase and solvent reaction field
(PCM model) simulations. Third, this also allows an estimation of the histidine charge transfer from or
towards the solvent. These three issues will be discussed below.

The topology of the electron density field is shown schematically in the Figures S8I-5101
in the Supplementary Material. The depicted elements of the molecular graphs are bond paths
(solid or dashed), bond critical points (BCPs—green spheres), and less frequent ring critical points
(RCPs) or cage critical points (CCPs). The bond paths connect the interacting atoms, and it is important
to note that the use of the solid vs. the dashed line is based on the simple criterion of the electron
density at the BCP. Thus, one can appreciate that some of the hydrogen bonds paths are marked
as a solid bond path, which suggests that these bonds are stronger and important, and exemplified
in molecular conformations. This especially concerns the intramolecular ND...N1 contacts, but also
some of the carboxylic O1-H1...O (water) interactions. On the other hand, some of the bond paths
are significantly non-linear (bent), and they connect rather surprising atom pairs (e.g., two oxygen
atoms) (see especially the interactions of the carboxylic O2 atom in the first two panels of Figure S8I).
Moreover, in these cases the corresponding BCPs and RCPs are located in close proximity. Even a small
structural change could potentially lead to their coalescence (annihilation) and the topological change
of the molecular graph. A canonical study of Koch and Popelier on the issue of the AIM-based detection
of hydrogen bonds [58] includes correct topology of the electron density as the first criterion to be met
by a hydrogen-bonded atom pair. This is an indication that in our case these interactions are, from
the point of view of the AIM theory, rather weak, and not of the hydrogen bond type. Their presence
stems rather from the purely mathematical necessity of fulfilling the Poincaré-Hopf formula, which is
also the case for sterically crowded H ... H interactions [59].

Now, we will cover the results of the numerical integration of electronic density within
atomic basins, which yields AIM net atomic charges. First, let us note that in all the covered
cases (18 structures in both gas phase and PCM with water as a solvent), the sum of all the atomic
charges deviates from the ideal value (either +1 or 0) by no more than 0.003 e. Such accuracy of
the total integration assures us that the charge flow of magnitude larger than 0.01 e is significant,
and not due to numerical integration errors. With this in mind, we will turn to the results gathered in
Tables 3-5. The last column of these tables, which is the sum of the AIM net charges for the histidine
residue, is an indicator of the charge transfer between the histidine and the microsolvation shell of
water molecules. In the case of the cationic histidine HIP (Table 3), the cation acts as an electrophile,
and the electron density is transferred from the water molecules via hydrogen bonds to the amino acid.
The magnitude of this charge transfer is between 0.04 and 0.11 e, above the assumed “significance
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threshold” of 0.01 e, and it changes with no obvious correlation with the microsolvated cluster size or
the number of hydrogen bonds.

Table 3. AIM-derived net atomic charges (in the elementary charge units, e) for the selected interaction
centers of microsolvated histidine in its protonated form (HIP). Values in bold typeface indicate atoms
engaged in a hydrogen bond. Last column: the sum of AIM net charges for the histidine residue.

HIP-(H,O), Simulation Environment ND HD NE HE 02 Mol. Charge

HIP-1 Gas phase -1.246 0.537 -1.206 0.476 -1.179 0.958
_'1 PCM H,0O -1.240 0.528 -1.209 0.496 -1.203 0.952

n= A(PCM-gas) 0.006 -0.009 —0.003 0.020 —-0.024

HIP-2 Gas phase -1.251 0.544 -1.207 0.473 -1.182 0.946
_'2 PCM H,0O -1.244 0.531 -1.209 0.495 —-1.205 0.939

n= A(PCM-gas) 0.007 -0.013  —0.002 0.022 -0.023

HIP-3 Gas phase -1.252 0.549 -1.207 0.472 -1.184 0.953
__3 PCM H,0O -1.244 0.531 -1.209 0.495 —-1.206 0.933

n= A(PCM-gas) 0.008 -0.018 —0.002 0.024 -0.022

HIP-4 Gas phase -1.254 0.533 -1.249 0.539 -1.190 0.916
__4 PCM H,0 —1.246 0.526 -1.249 0.545 -1.206 0.893

n= A(PCM-gas) 0.008 —0.008 0000 0006 -0.016

HIP-5 Gas phase -1.253 0.553 -1.256 0.538 -1.207 0.927
__5 PCM H,0 -1.252 0.541 -1.255 0.547 -1.212 0.943

n= A(PCM-gas) 0.001 -0.012 0.001 0.008 —0.004

HIP-6 Gas phase -1.251 0.552 -1.246 0.517 -1.201 0.938
—_6 PCM H,0O —1.248 0.540 -1.239 0.529 -1.211 0.956

n= A(PCM-gas) 0.003 -0.012 0.007 0.012 -0.010

The erratic behavior observed for the cationic HIP is also present for both tautomeric forms of
neutral histidine (Tables 4 and 5), but in these cases the amino acid acts most frequently as a weak donor
of the electron density (nucleophile), and transfers between 0.02 and 0.09 e to the water shell. Only for
the cases where one or two water molecules are in contact with the HID tautomer does the histidine act
as an electrophile. This diversity and the ease of modification of the electron-donating or -accepting
properties is in good agreement with the role of histidine as a versatile amino acid, capable of acting as,
for example, a proton relay in catalytic triads of many enzymes.

A detailed understanding of the interplay between the solvent and the histidine requires an
analysis of the charge flow around the selected interaction centers of the histidine. We have chosen
to investigate more deeply three interaction centers: the vicinity of the imidazole nitrogen atoms,
and the carboxylic oxygen atom O2 (retaining its C=0 double bond, thus more similar to the situation
in a protein backbone). By this method, we also investigate a possible similarity between the properties
of the two imidazole nitrogen atoms of histidine. These atoms, N& and Ne (denoted ND and NE,
respectively), are not symmetrically equivalent from the point of view of the molecular topology,
but the presence of a strong electron delocalization in the heterocyclic aromatic ring allows us to expect
the electronic behavior of the ND and NE atoms to be very similar. This similarity should be best seen
in the protonated histidine (HIP, Table 3), where ND and NE are in the same protonated state. However,
the microsolvation with one, two or three water molecules results in the formation of an intramolecular
hydrogen bond between the ND-HD moiety and the backbone amine nitrogen atom, while the NE-HE
atoms are not hydrogen-bonded. We can see that the presence of the hydrogen bonding results in a
significant polarization; for example, in the gas phase HIP-1, the net charges for ND and NE are —1.246 e
and —1.206 e, respectively, while the net charges for HD and HE are 0.537 e and 0.476 e. An inclusion of
the PCM solvent reaction field reduces this polarization, and the charges of the corresponding atoms are
more similar to each other. In agreement with the notion that explicit solvation saturates the capabilities
of the donor/acceptor moiety, we see that when a particular moiety (ND-HD or NE-HE) is engaged in a
hydrogen bond, it is less affected by the PCM implicit solvent. The most external atoms, in this case
HD and HE, are most affected by the PCM solvation, but—roughly summarizing—the effect of PCM
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implicit water is a 0.02 e net charge decrease of the unsaturated (not-hydrogen-bonded) hydrogen
atom, while this decrease is only ca. 0.01 e when such an atom is between explicit donor and acceptor
atoms. This is also visible for the carboxyl O2 atom, which, when not engaged in explicit hydrogen
bonding, is made more negative (by ca. 0.02 e) under the PCM solvation, but this polarization is not
greater than 0.01 e in HIP-5 and HIP-6, where this atom participates in an explicit hydrogen bonding.

Table 4. AIM-derived net atomic charges (in the elementary charge units, e) for the selected interaction
centers of the microsolvated neutral HIE tautomer of histidine. Values in bold typeface indicate atoms
engaged in a hydrogen bond. Last column: the sum of AIM net charges for the histidine residue.

HIE-(H,0), Simulation Environment ND NE HE 02 Mol. Charge

HIE-1 Gas phase -1.150 -1.227 0.424 -1.183 0.047
_'1 PCM H,0 -1.185 -1.231 0.459 -1.207 0.059

n= A(PCM-gas) -0.036 —0.004 0.035 -0.024

HIE-2 Gas phase -1.156 -1.228 0.424 -1.174 0.058
_'2 PCM H,0 -1.188 -1.232 0.458 -1.198 0.067

n= A(PCM-gas) -0.031 -0.003 0.035 -0.024

HIE-3 Gas phase -1.164 -1.263 0.486 -1.176 0.041
_'3 PCM H,0 -1.194 —-1.269 0.508 -1.199 0.039

n= A(PCM-gas) —0.030 -0.005 0.023  -0.023

HIE-4 Gas phase -1.188 -1.263 0.492 -1.176 0.062
_'4 PCM H,0 -1.203 -1.267 0513  -1.199 0.089

n= A(PCM-gas) -0.015 —0.003 0.021  -0.023

HIE-5 Gas phase -1.180 -1.255 0.493 -1.222 0.051
_'5 PCM H,0 -1.198 —-1.259 0.505 -1.225 0.058

n= A(PCM-gas) -0.017 —0.004 0.012 —0.003

HIE-6 Gas phase -1.176 —1.253 0.471 -1.232 0.021
_'6 PCM H,O -1.196 -1.256 0498  -1.229 0.052

n= A(PCM-gas) —0.020 —0.003 0.027 0.003

Let us conclude with the possibility of similarity between the electronic properties of ND-HD and
NE-HE; indeed, for the cluster sizes of four or more water molecules, when both moieties are engaged
in explicit hydrogen bonding, the atomic charges of the nitrogen atoms are very similar (differing by no
more than 0.009 e), indicating an equalization of their electronic properties. The HD and HE hydrogen
atoms are not as similar; the net charge differences between them are on average 0.015 e, and can be as
large as 0.035 e, but the screening effect of the explicit solvation is still visible. These results agree well
with the structural equalization of the N-H ... O distances between the histidine imidazole ring and
the water shell, induced by the use of the PCM model, as discussed in Section 3.1.

The two neutral tautomers, protonated at either the NE (HIE tautomer, Table 4) or ND
(HID tautomer, Table 5) nitrogen atom, mostly follow the rules of the behavior outlined above
for the cationic HIP. In these two cases, however, it is possible to examine the polarizability of
the nitrogen atom with its lone pair, a potential hydrogen bond acceptor. Due to a very flexible electron
distribution, enhanced by the lone pair, the non-protonated nitrogen atoms (ND for HIE, NE for HID)
under the PCM water solvent model become more negatively charged: by ca. 0.035 e for ND in HIE, and
by ca. 0.06 e for NE in HID. This almost twofold difference between the properties of ND and NE shows
that, despite the aromatic delocalization of the electron density in the imidazole ring, these nitrogen
atoms are not fully equivalent in the electrostatic sense. Finally, it is evident that the protonation of
one of the imidazole nitrogen atoms makes this atom polarized; for example, for the HIE-1 structure
(Table 4, no hydrogen bonds to the considered atoms), the protonated NE atom has a net charge
more negative by 0.08 e than the non-protonated ND atom. The corresponding difference between
ND(-HD) and NE in HID-1 (Table 5) is even larger (0.11 e). Summarizing the AIM part of the study,
we would like to stress that the PCM model does not provide the same large degree of polarization,
which is obtained with the explicit microsolvation and hydrogen bonding. On the other hand, even
with six water molecules, the histidine residue is still visibly polarized by the PCM environment. Thus,
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it seems advisable to use in further studies a combination of explicit microsolvation and the PCM
implicit solvent.

Table 5. AIM-derived net atomic charges (in the elementary charge units, e) for the selected interaction
centers of the microsolvated neutral HID tautomer of histidine. Values in bold typeface indicate atoms
engaged in a hydrogen bond. Last column: the sum of AIM net charges for the histidine residue.

HID-(H;O0),  Simulation Environment ND HD NE 02 Mol. Charge

HID-1 Gas phase -1.246 0.459 -1.134 -1.194 —-0.025
_ '1 PCM H,0 -1.252 0.480 -1.192 -1.208 —-0.043

n= A(PCM-gas) —0.006 0.021 —0.058 —-0.014

HID-2 Gas phase -1.266 0.478 -1.133 -1.193 —-0.014
_ 2 PCM H,0 -1.254 0.482 -1193  -1.210 -0.051

n= A(PCM-gas) 0.012 0.004 —0.060  —0.017

HID-3 Gas phase -1.254 0.475 -1.165 -1.195 0.015
_ ; PCM H,0O -1.250 0.488 -1.210 -1.207 0.017

n= A(PCM-gas) 0.004 0.013 —0.045 —-0.012

HID-4 Gas phase -1.260 0.495 -1.166 -1.193 0.032
_ ; PCM H,0O -1.258 0.495 -1.192 -1.209 0.010

n= A(PCM-gas) 0.002 0.001 —0.026 —-0.016

HID-5 Gas phase -1.260 0.497 -1.168 -1.209 0.035
_ -5 PCM H,0O -1.251 0.488 -1.194 -1.212 0.023

n= A(PCM-gas) 0.008 —0.009 —0.026 —0.002

HID-6 Gas phase -1.262 0.507 -1.174 -1.206 0.022
_ -6 PCM H,0O -1.249 0.490 -1.192 -1.213 0.028

n= A(PCM-gas) 0.013 -0.017  —0.018  —0.008

3.3. SAPT Analysis of Interaction Energies in the Microsolvated His-(H20),, Complexes

The reliable assessment of the interaction energies, Eint, within the histidine-water complexes
has been carried out using the Symmetry-Adapted Perturbation Theory treatment. This approach,
although it cannot account for the PCM solvation, is one of the important tools for studying the nature
of intermolecular forces. The SAPT level employed in this study is SAPT2, which is roughly equivalent
to the MP2 calculus, but it allows for the calculation of separate contributions to the interaction energy.
First, we have reoptimized the DFT structures using the MP2/aug-cc-pVTZ level of the theory, and then
we used the MP2 structures for the SAPT2 calculations. However, we have found that the calculations
at the SAPT2/aug-cc-pVTZ level were not possible for the systems with five or six water molecules.
Thus, we have retained the MP2/aug-cc-pVTZ geometries, but we have estimated the interaction
energies with the MP2 and SAPT2 techniques with smaller aug-cc-pVDZ basis sets. All these results
are summarized in Table S3I. In view of the need to resort to a smaller basis set, it is necessary to
verify that the results with smaller and larger basis sets are compatible. This is true in the case of
the microsolvated histidine—the MP2 interaction energies obtained with the double-zeta and triple-zeta
basis sets are correlated with an r? correlation coefficient larger than 0.9998, and the larger basis set
yields interactions ca. 8% stronger than the smaller basis. The same degree of correlation is found for
the SAPT2 results (r> > 0.9995), and the triple-zeta basis set yields 10% stronger interactions than does
the double-zeta SAPT2 level. Moreover, the double-zeta MP2 and SAPT2 interaction energies are very
strongly correlated (r? > 0.9999), and the corresponding MP2 and SAPT2 results differ by no more than
2.3% (0.35% on average). These results confirm that the total SAPT2 energy corresponds closely to
the MP2 result, and that the smaller basis set yields results strongly compatible with the aug-cc-pVTZ
basis. It should thus be safe to assume that the SAPT2/aug-cc-pVDZ results are also of good quality in
case of the His-(H,0O)5 and His-(H,O)g clusters, where we do not have the triple-zeta results.

Establishing the consistency of our procedure, we will now focus on the effect of enlarging
the microsolvated His-(H,O), cluster. For this purpose, Table 6 contains the values of the interaction
energy divided by the number of water molecules in a given system. In all the three protonation states
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of histidine, the first H,O molecule contributes the most to the stability of the complex, and further
water molecules bring smaller energetic gains. However, this trend is not monotonic, and deviations
are most prominent for the HIP and HIE at n = 5 water molecules. At n = 6 we already observe
the saturation of the hydrogen bond donors/acceptors in the histidine residue, and we do not expect
the “per water molecule” contributions to grow significantly. However, due to the inability of the SAPT
scheme to deal with the PCM formalism, we cannot establish the degree of polarization incurred by
the continuum solvent model.

Table 6. The Basis Set Superposition Error-corrected MP2 interaction energies and SAPT2
interaction energies (total per complex, and per one water molecule) calculated for the structures of
histidine-(H,O), (n = 1-6) complexes optimized at the MP2/aug-cc-pVTZ level of theory. Nomenclature:
HIP-n—protonated histidine, HID-n—the No-H tautomer, HIE-n—the Ne-H tautomer, n—number of
water molecules. All values in kcal/mol.

MP2/aug-cc-pVDZ  MP2/aug-cc-pVTZ  SAPT2/aug-cc-pVDZ SAPT2/aug-cc-pVTZ
Eint per 1 H,O Eint per 1 H,O Eint per 1 H,O Eint per 1H,O

HIP-1 -12.50 -12.50 -13.49 -13.49 -12.57 -12.57 -13.79 -13.79
HIP-2 -21.03 -10.52 —22.47 -11.23 -21.02 -10.51 —22.76 -11.38
HIP-3 -23.87 —-7.96 -25.43 —-8.48 -24.11 —-8.04 -25.99 —-8.66

HIP-4 -37.99 -9.50 —-40.23 -10.06 -37.88 -9.47 —40.54 -10.13
HIP-5 -57.64 -11.53 -61.90 -12.38 -57.87 -11.57

HIP-6 -58.74 -9.79 —62.72 -10.45 —-58.78 -9.80

HIE-1 -8.02 -8.02 -8.74 -8.74 -7.98 -7.98 -8.89 -8.89

HIE-2 -12.84 —6.42 -14.16 -7.08 -12.78 -6.39 -14.44 -7.22

HIE-3 -18.87 -6.29 —-20.58 —-6.86 -18.70 -6.23 -20.85 —-6.95

HIE-4 -23.38 -5.85 -25.63 -6.41 —23.43 -5.86 -26.26 -6.57
HIE-5 -38.97 -7.79 —42.25 —-8.45 -39.14 -7.83

HIE-6 —40.74 —6.79 —44.39 -7.40 —41.33 —-6.89

HID-1 -10.09 -10.09 -11.19 -11.19 -10.31 -10.31 -11.70 -11.70
HID-2 -14.93 —~7.46 -16.56 -8.28 -15.16 —-7.58 -17.15 —-8.58

HID-3 -21.62 -7.21 -23.64 —-7.88 -21.87 -7.29 -24.41 -8.14

HID-4 -29.12 -7.28 -31.80 -7.95 -29.05 -7.26 -32.29 -8.07
HID-5 -36.72 —-7.34 —-40.10 -8.02 -36.53 -7.31

HID-6 —43.71 -7.28 —47.70 -7.95 —43.87 -7.31

Let us note that, as one could expect from the usual magnitudes of the ion-dipole and dipole—dipole
forces, the interactions of the protonated histidine (HIP-1 to HIP-6) are stronger (by 10% to 60%) than
their counterparts with neutral tautomers HID and HIE; for example, with one water molecule we obtain
an SAPT2 Eint for HIP-1, HIE-1 and HID-1 equal respectively to —12.57, —7.98 and —-10.31 kcal/mol.
This charge-induced strengthening is, curiously, not correlated with the system size.

Unfortunately, the previous studies on the microsolvation of histidine [36,37] are mostly concerned
with the tautomeric equilibria, not with the nature of the interactions. We cannot directly compare
our calculated interaction energy values with the results of these studies. However, [36] contains data
on the estimated strengths of particular hydrogen bonds, evaluated from the electron density using
the Espinosa formula [60]. The resulting interactions seem to be stronger than those of our study;
for example, HID and HIE hydrated with one water molecule should have a stabilization of ca. -8 to
—10.3 kcal/mol at the SAPT?2 level, but the estimate given in [36] is close to —16 kcal/mol. The same
happens with two water molecules: our SAPT2 results predict Ej,; equal to —13 to —15 kcal/mol,
while the data in [36] provide values ranging from —13 to —25 kcal/mol. This comparison cannot be
taken too far; the Espinosa formula yields a local parameter, which is an estimate of the energy for a
particular bond, with no guarantee that some other region of the interface between molecules is not
strongly repulsive.

As noted in the Materials and Methods section, the SAPT approach allows us to identify
the physical phenomena behind the interaction energy. A detailed partitioning of E;; is given in
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Table 7 and Figure 3 (for a quick visual examination of the importance of diverse terms and their
relative changes), while Figure S111 shows the percentages of the contributions of four principal terms
to the Ej,, conserving their sign (thus the dimensionless Ej; is always —1). These terms are: ELST
(Coulombic interaction of nuclei and frozen electron densities of the monomers), EXCH (Pauli repulsion
of the frozen monomer densities), IND (induction/mutual polarization, taking into account a relaxation
of monomer electron densities and associated changes to the Pauli repulsion) and DISP (dispersion
contributions)—see Equations (2)—(5) in [48] for a detailed list of the contributions included in these
four general interaction energy components. The last term, DISP, is the least sensitive to the histidine
protonation state. The permanent and frozen electric moments contribute to the ELST term, but in
the studied case of the relatively “soft”, polarizable residue of histidine, this term is mostly cancelled
out by the Pauli repulsion EXCH. In absolute values, ELST and EXCH dominate over the effects of
polarization and dispersion. On the other hand, a rather good balance between ELST and EXCH makes
polarization the most important factor for the actual interaction magnitude. This is especially true for
the protonated HIP residue, wherein IND can be two times larger than the dispersion contribution.
On average, for the HIP-n complexes, the magnitude of the dispersion term is ca. 60% of the induction,
while for the neutral systems DISP is ca. 80% of the IND term. Surprisingly, the ELST term is not
dramatically different between the charged and neutral complexes (although HIP-5 and HIP-6 exhibit
very large ELST values), and we conclude that the increased stability of the charged complexes results
from the ability of the HIP cation to polarize the surrounding network of the water molecules.

Table 7. Interaction energy partitioning at the SAPT2/aug-cc-pVDZ level for the structures of histidine—(HyO)n
(n = 1-6) complexes optimized at the MP2/aug-cc-pVTZ level. All values in kcal/mol.

ELST EXCH IND DISP Total SAPT2
HIP-1 -22.19 24.75 -10.39 -4.74 -12.57
HIP-2 -34.12 33.95 -12.95 -7.89 -21.02
HIP-3 -37.44 36.04 -13.01 -9.70 -24.11
HIP-4 -55.27 50.20 —-20.16 -12.66 —-37.88
HIP-5 —-100.08 110.86 —44.28 —24.38 —-57.87
HIP-6 -96.58 102.61 —40.69 -24.12 —-58.78
HIE-1 -17.19 20.65 —6.48 -4.96 -7.98
HIE-2 —26.68 32.45 -9.27 -9.28 -12.78
HIE-3 -36.61 42.29 -12.79 -11.59 -18.70
HIE-4 —46.72 55.55 -16.98 -15.28 —23.43
HIE-5 -72.60 84.21 -30.90 -19.85 -39.14
HIE-6 —-78.58 94.95 —-34.93 -22.78 —41.33
HID-1 -23.95 29.14 -9.87 -5.63 -10.31
HID-2 -31.15 37.99 -11.90 -10.10 -15.16
HID-3 —45.01 52.18 -17.34 -11.69 -21.87
HID-4 -52.01 61.66 -21.06 -17.65 -29.05
HID-5 -65.31 76.76 —26.04 -21.94 -36.53

HID-6 -74.77 88.46 —-30.94 —26.63 —43.87
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Figure 3. Interaction energy components at the SAPT2/aug-cc-pVDZ level. ELST—electrostatic
interaction of frozen monomer electron densities, EXCH—Pauli repulsion of the frozen monomer
densities, IND—the effect of mutual polarization and relaxation of monomer electron densities,
DISP—dispersion contribution.

4. Conclusions

A detailed study of a histidine molecule microsolvated explicitly by up to six water molecules
is here presented, and the effect of implicit PCM solvation with water as a solvent is also included.
All three tautomers (neutral HID, HIE and protonated HIP) are considered in our study. The structural
investigations show that the explicit solvation with a low number of water molecules leads to
the formation of intramolecular short contacts within the histidine residue. Some of the intra- and
intermolecular short contacts are of the hydrogen bond nature, which is also visible in the topological
study within the AIM framework. We have also shown that the two imidazole nitrogen atoms, which are
topologically different, are however quite similar from the point of view of the electronic (charge flow)
properties. This symmetrization of the imidazole electronic properties, incurred by the PCM model,
is followed by the symmetrization of the solvation shell: the imidazole nitrogen-water oxygen
intermolecular distances become very similar for the ND ... Oand NE ... O contacts. Symmetrization
is also revealed in the convergence of the AIM charges of the two ring nitrogen atoms.

The PCM solvation model was not able to yield the same large degree of polarization of histidine as
was obtained with the explicit microsolvation and the presence of hydrogen bonding. On the other hand,
even with six water molecules, the histidine residue is still additionally polarized when the PCM
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solvation is included. This suggests the use of a combination of explicit microsolvation and the PCM
implicit solvent in further studies, and we consider it the most important conclusion of the current study.

The nature of the interactions within the microsolvated clusters was investigated using SAPT
partitioning of the interaction energy. A high correlation was found between the results obtained with
the aug-cc-pVDZ and aug-cc-pVTZ basis sets, which is important due to the quickly growing memory
requirements of the SAPT scheme. We show that the aug-cc-pVDZ basis set can be used to model
the larger systems adequately. The origin of the microsolvation cluster’s stability was also investigated.
While the largest absolute contributions to the interaction energy are formed by the electrostatics and
Pauli repulsion, these two effects mostly cancel each other out. This makes polarization the most
important factor for the actual interaction energy, especially with regards to the protonated HIP residue.
The increased stability of the charged complexes of HIP-1 to HIP-6 was put down to the ability of
the HIP cation to polarize the explicit solvent molecules included in the cluster.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-8994/12/7/1153/s1:
a monolithic PDF file containing structural data computed with a rich set of DFT functionals (Tables S11-54I),
extended visualization of microsolvated structures (Figures S11-S7I), AIM topological maps (Figures S8I-S10I)
and scaled components of the interaction energy (Figure S11I).
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